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ARTICLE INFO ABSTRACT
Article history: Exact solutions of the problem of tunnel cracks in the plane between two anisotropic half-spaces which
Received 20 August 2007 are in conditions of generalized plane deformation (without the presence of planes of elastic symmetry)

are obtained. Using the proposed procedure, which rests on constructed solutions of the Riemann matrix
problem in the space of generalized functions of slow growth, the problem is reduced to a system of
singular integral equations. Exact solutions of this system are constructed, which enable the conditions
for which zones of overlap of the crack surfaces to be obtained, as well as formulae for calculating the
dimensions of these zones, and enable the normal fracture stresses and limit values of the stress intensity
factors to be determined. The behaviour of these quantities for different combinations of materials of the
monoclinic and orthorhombic systems for orthogonal transformations of the principal axes of symmetry
is investigated.

© 2008 Elsevier Ltd. All rights reserved.

The generalized method of integral transformations was used in Ref. 1 to solve problems of interface defects in an inhomogeneous
isotropic plane. The method was then generalized in Ref. 2 to the case of a composite anisotropic plane. In both cases the problems were
considered in classes of piecewise-differentiable functions, which imposed corresponding limitations on the loading and complicated the
basis of the constructions.

Below, in order to eliminate these drawbacks, the problem of interface tunnel cracks in a composite anisotropic space under conditions
of a two-dimensional stress-strain state, is formulated in the form of a boundary-value problem for a system of differential equations in
the components of the stress tensor and the displacement vector in the space of generalized functions of slow growth S'(R?) and is reduced
to a Riemann matrix problem in the space S'(R2). This approach enables loading of the most general form to be considered both on the
crack and in the medium, and enables one to determine the number of arbitrary functions which appear in the solutions by virtue of the
presence of lines and points of discontinuity.

Note that crack problems have been considered in the plane formulation by many researchers using different methods (for example
Refs. 3-7), but only qualitative results are known in the most general formulation for an anisotropic space.8°

1. Formulation of the problem and reduction of the problem to a Riemann matrix problem in S'(R?)

Suppose a space, consisting of two dissimilar anisotropic half-spaces, incompletely coupled in the x=0 plane, is in a two-dimensional
stress-strain state (without planes of elastic symmetry'?). In the x=0 plane there are through cracks, occupying r strips

M, = {(nolye ;= (a;b),2€ (==, =)}, a<b;<..<a,<b, j=12..r

It is assumed that the following functions are known on the surfaces of the cracks

GO = W), k=123 yely= Ul
j=0 (1.1)
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where

{Cf}6 = { U}, V3, Uy, 006/, dV;/dy, dVg/AY}|,

=10’

‘) = {vk(x7 y) }k = |! 2, ey 8 = {G_p c)-’ Tx_", T,\':y T_\-:, l/l, v’ W} (‘12)

and lbf(y)(k =1, 2, 3) is an arbitrary load, applied to the surfaces of the cracks, which ensures generalized plane deformation.!0 We will
assume that the stresses vanish at infinity, since otherwise, in view of the linearity, the problem cannot be reduced! to the formulation
considered if a solution of a corresponding problem without a crack is constructed.

The solution of the problem will be obtained if we find the remaining functions (1.2). For this purpose it is necessary to establish integral
relations in the x=0 plane which connect the differences (jumps) and sums of the components of the displacement vector and the stress
tensor

X = 0 1) = GOEG(). yeR (13)

For this we can obtain a boundary-value problem for the vector v, starting from the equations of equilibrium and the generalized Hooke’s
law in the subspace S’l(Rz) (i.e., in the subspace of generalized functions of slow growth g(x, y) € S'(R?), for which cx(g) < 1, where c(g) is
the order of the singularity!! with respect to the variable x). This is a problem in Fourier transformants equivalent to the following matrix
equation

e 8
MLV (0, B) - MV (0, B) = £, V5 = {V;} (14)
where
DO |oa0pooO . s
M =+ . 3;3, D=-il 0Ba0O]| B® = {Bj;}
B" D 000 0B

Vi(o, B) = Flu] € S;(Rz)’ fo = (X 1> X, 20 X, 3 X, 40 0 X 5 X0 OF

SLR?) = {g"e S'(R%)|suppgs = Ru xR}, %5 ((B) = Falxile S(R)

Fand F, are Fourier transformation operators correspondingly two-dimensional and with respect to the variable y, Oy  j is a null rectangular
k x j matrix, ij are the reduced strain coefficients for an anisotropic medium!© for the upper (x> 0) and lower (x < 0) half-spaces respectively.

Suppose Hn(R) is a class of functions f,(3) € S'(R), analytic in the parameter z=a +iw at each finite point of the complex plane, with the
exception, possibly, of the lines Imz=0, and, when |Imz| > & >0 and for a certain integer m satisfy the estimate

IF.(B) S A1 +]2)", A <eo

The function f, () € S'(R) allows of an analytical representation in the variable a, if a function f;(8) € Hn(R) exists such that (in the sense of
convergence in the space S(R))

lim (fo, 6(B) = fo_ie(B)) = fa(B) = fou(B) = F(B)
£—0 (1.5)

Suppose 2,,(R?) is a space of generalized functions fe S'(R?), for which functions yielding analytical representation (1.5) with respect
to the variable o, belong to the class Hn(R). Suppose Q’i’mi(RZ) is a subspace of the functions f. Q;ni(Rz) for which the functions
f£(B) € Hm, (R), which yield an analytic representation for +Imz <0 respectively, have the form

FiB) = M, M,zB) = Y LB (M,=0,m<0) g€ SR)
k=0 (1.6)
The following assertions hold’

Theorem 1.1. Suppose
] 2 14 +n n
g(x,y)e S(RY), g(x,y) =9 ’go(x,y)/0x"dy"
where gy is a continuous slow growing function, which allows of the representation

n
80 = ¥°8x(x3), my20, g4(0,5)%0

! For their proof see Krivoi A. F. A method of solving the Riemann problem with respect to a part of variables in the space of generalized slow growing functions: Odessa:
OVIMU; 1988. Deposited at VINITI 24 October 1988, No. 7605-V88.
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Then

f=Flgle Q, , (R

Theorem 1.2. Suppose

g.€ 5., (R) = SLRH NS, (R

+ py
Then

1 2
f+ = Flg.e Qi,mi(R ), my = py—1.

Taking these theorems into account, Eq. (1.4) can be regarded as the boundary condition of the Riemann matrix problem in S'(R?) space
with respect to the parameter «, for determining the vector functions

+ +.8 + ! 2
Ve ={V,}, VkeQiYO(R)
We will solve this problem, basing on the solution of the scalar problem in §'(R2) space described below.

2. A method of solving the Riemann boundary-value problem with respect to one variable in §'(R?) space

In the scalar form, the Riemann boundary-value problem with respect to one variable in S'(R%) space consists of the following: it is
required to obtain two functions fi € 2/, i(Rz) such that

(0 ®) = (f. G0 B)9) +(.9). (g€ S(R), e S(RY)). BeR 21)

where q is a specified function such that g = F-1[q] €S, (R?); Ge ©,, G # 0, ®,, is a class of multipliers in S(R?), Hélder with respect to the
parameter o.
In the spaces considered the jump problem and Liouville’s theorem allow of the following generalizations.

Theorem 2.1. Iff(a,)e .Q;,(Rz), the following representation holds

1 2
f=rfi—fo fieQy (R (2.2)
where f; are defined apart from functions of the form M,(o,) (1.6).
Proof. The following representation holds!?
~lc . ' 2 ' 2
g = g+_g-’ 8 = F [f]eSp+l(R )s giesi,p+l(R ) (2_3)
The functions g+ are defined, apart from the same function of the form
p-1
k) 0 0 ) -
M6y = 3 8YWe(y), ¢e SR); m,=0,1<0
k=0 (2.4)

where §(x) is the Dirac function. A Fourier transformation of (2.3), taking Theorem 1.1 into account, leads to representation (2.2). The
functions f. are defined, apart from a Fourier transformation of function (2.4).

Theorem 2.2. Suppose

folo,B)e Q) ,, (R (2.5)
Then, if
(fo®) = (f,9), ©e SR (2.6)
then
fo=f_=M,(aB), psmin{m,m_} (2.7)

Proof. A Fourier transformation of Eq. (2.6) and Theorem 1.2 lead to the relation

(8. 0(x, ) = (8, 0(x,)); & = F'[fse SiRY, o¢e SRY)

This equality is possible if the functions g.. are concentrated at the intersection of the carriers of the function from the spaces S,.'(R?) and
S_'(R?), i.e. on the line x=0. Consequently, for a certain integer p the representation g+ =g_ = Mp — 1 holds. Its Fourier transformation, taking
into account the fact that Mp =F[m, _ 1], leads to the required relation. Since inclusion (2.5) holds, inequality (2.7) holds.
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We will now solve problem (2.1). Suppose the index of the coefficient is bounded: IndG =k < 0. Then the following representation!3
holds
o—1i

kX, o
G(o, B) = (m) T X(@B) = lim X()

X(zB) = exp(Ky(2); Kp(2) = zim.[ m[(%)"‘dn B):\,rthZ

(2.8)

where X € ®, are boundary values of functions, bounded at infinity, and analytic with respect to the variable « in the upper and lower
half-planes respectively. Representation (2.8), Theorems 1.2 and 2.1, and also the inclusion (a +i)* € ®,, enable us to rewrite condition (2.1)
in the form

o) = (f 0 f2= fulo B oxi)Xy' —g;, ¢e SR
g = 0+ D)X, = gl —qp gie Qi (R (2.9)

It is obvious that the functions f{ belong to the subspaces 2/ (R?) respectively.

Suppose k> 0. Then if m>n—1(m=min{m., m_}) we have ffeQ/i m+k(R2), and consequently, on the basis of Theorem 2.2 f0 =

Mk (, B), where My, .  are functions of the form (1.6). The solution of problem (2.1) in this case takes the form

fi-((x’ B) = (0{‘i i)ikXi(meLk + q:) € Q'i, m(R2) (2.10)

If m<n -1, then, according to Theorems 1.1 and 2.1, for a solution of problem (2.1) to exist in the subspaces Q;,m(Rz) it is necessary that,
in the relation g; = ok+"+12gy /oxk+ngym2(g; = F~1[q;]), the function gg should allow of the representation

g0(x,¥) = x gu(x,y). 84(0,)#0, gy e SR?) 211)

where n<=n—m — 1. The solution of problem (2.1) in this case is also determined by relations (2.10).
Hence, we have proved the following assertion.

Theorem 2.3. Suppose
Ind,G(o, B) = k20, g = F '[g]le S.(R%)

Then, if m>n—1 (m=min {m+, m_}), a general solution of problem (2.1) exists in the subspaces Q;’m(Rz) and is determined by relations
(2.10). If m<n — 1, then, for the case when solution (2.10) exists in Q’i,m(Rz) it is necessary and sufficient for condition (2.11) to be satisfied for
n«=n—m-—1.

Similarly, we can establish the following assertion from Theorems 2.1, 2.2 and 1.2.

Theorem 2.4. Suppose
Ind,G(o, B) = k<0, g = F '[q]le S,(R")

Then,ifm>n—1—k(m=min {m+, m_}),ageneral solution of problem (2.1) exists in the subspaces Q/i,m(Rz)and is defined by relations (2.10).
If m<n—k—1, then, for solutions to exist in Q;ym(Rz) it is necessary and sufficient for condition (2.11) to be satisfied when n-=n—k—m —1.

Corollary 2.1. Suppose m=n — 1. Then, if k> 0, problem (1.1) is solvable in the subspaces Q’i,m(Rz), while if k<O, it is solvable in specified

subspaces when condition (2.11) is satisfied when n- = —Kk. The general solution of problem (2.1) is defined by relations (2.10) and depends on
m+k (m+k>0) derivatives of the functions from the space S'(R).

3. Solution of the boundary-value problem and construction of the integral relations

The results obtained above enable us to solve matrix problem (1.4). Considering the first three relations of (1.4) as jump problems in
S'(R?) and using Theorems 1.2 and 2.1, we obtain

+

Vi =i B G T IR Ve g ). k= 1,2

+

Vs

B Vi +%05), Xox(B) = (1 k1, 0/2 a1

Equation (1.2) then takes the form

Py —aPy || V3| _ || Pa-aPy || Vsl

Py —oP, || V, G,

Gl
+ + +
Py —aP; || Vi (32)
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where

6
Gy = G, +G,, Gf = iz lfnxﬁ,k(B)

n=1
Py = BiyB’ - 2B3;0B + B350’
Py = B1iB’ = (Bis + BB’ + (By + Bis)a’B - Byser’
P; = B1iB* - 2BTaB’ + (B + 2B1) o’ B — 2550 B + B0’
= Blflc’ ﬁz = 0‘1; ﬁ3 = al; T4 = ”aﬁz’ 141;5 = 0‘2[3’ fé =0

+ ot + ot + + +
Ly = By, Iy =08, bLy=o0gs, L =0, Lhs=0, h)=o0p

g = BB B [ = BiB - ByoB+Bya’s k= 125
Introducing the functions
(@) = +(P5_ V(o B) - aPy_,Vi(o, B) - Gy)
we can write matrix equation (3.2) as follows:
O, (o) = D(a), k=1,2 (3.3)

Since Vki € Q’iﬁo(RZ), the functions q)f(z)(Rez = o) are analytic in the upper half-plane (Imz>0) and in the lower half-plane (Imz<0)

respectively. Moreover, using Theorem 1.2, we conclude that lim @f(z) = 0whenz— oco(k=1, 2). These properties and Theorem 2.2 enable
us to write CDf(a) = 0(k = 1, 2). Hence, taking representations (3.1) into account, we obtain the following expressions for the tranformant
of the required functions

6
_ -1
Ve = Vi+Vy (V= (HiB)Vi k= 6,7,8); Vi = i(Ps) Y, rigko -k = 1,2,....8 (3.4)

j=1 (3.4)

where

+ e

PL= (PE -PIPL, f = A, k= 1,2,.,5, j=1,2..6

+ N S + + o+ .t + + 4 Nt *
Te,j = Bo (7‘,'.1 1~ j,2gl)’ rg,; = 7‘,’,112_ j, 282, s j = 7‘1‘,115‘ j, 285
+ I . + R — +o+

M=o (8P —LPL), Ay =B (&P, —5LPiL).

+ I "

7"3,/ =B (&sPr =Py )

+ + + + + + 5 2 2
7‘4,1=BP1+1» )\5,1=‘0‘P1+1» }"6,I=P2+1’ {h}" = {B", o, —ap,-B, a},

I, if k=123
2, if k=45
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Inversion of the transformant (3.4) leads to expressions for the components of the vector v

I)k = avk/ay, k = 6, 7,8
6 o 3 + 3 _
1 O(X)R, ,,» .- 0(-x)R, , ,
DY {I[CZ(meZ ——LI 4 L ()Im Y, _—"’”’]dt}, k=12..8
p=1"'"w n:lznx+y_t n:lzn'x+y_t
+ +
+ e, p(Zy 1) + + ot + .2
Ripon = TELE"_T{ Bo = B2Bss — (Bas)
Ban(Zn)qn(Zn)
3 3
+ + o+
g = [1 G- 4@ = [[@-2). PeE,1)=0
l=1,1#n I=1 (3.5)

where 0(x) is the Heaviside function. Solution (3.5) enables us to establish a relation between the sums and the jumps (1.3) in the plane in
which the half-spaces are joined:

X () = Cx (y) +STRlx ] (3.6)

Here

Felxl= 2 [XO%, € = o} = -Re{(A,+7B) (A +iB,)}
R

S = {s;;}" = Im{(A, +iB_) ' (A_+iB,)}

6 _ 6 —
A; = {a;;} = Re(N"£N)/2+E; B, = {b;} =Im(N"tN)/2
+ + 6 + *, % + +, % + %
N ={N;;}, Ni; =N/ ;. Ny, =Ny;. N;; =Ny,

+ 4 % +, % +
Nij = Niva,jp k=3,4,..,6, N ; = ZR’@JE"

where Eg is a sixth-order identity matrix.

Equation (3.6) generalizes the relations for a composite anisotropic plane? and enables us to reduce different problems for a composite
anisotropic space, which is under conditions of generalized plane deformation and weakened by tunnel defects (cracks or inclusions) in
the plane in which the materials are bonded, to systems of singular integral equations.

4. Solution of the crack problem

Conditions (1.1) and the equalities

() =0, yely ly= UL, k=126
j=0

which reflect the fact that the half-spaces are joined outside the cracks, lead, using the first three relations of (3.6), to a system of singular
integral equations in the derivatives of the jumps of displacements on the cracks

Cin(» +8.T ] =4q(y). yel,

3

n= = W hice €= % - Coxa-Soly ] = @ % = Y

Cy = {ij}k=1,2,3,j:4,5,6 Sy = {S/\'./}k=1,2,3,j:4,5,6’ Gy = {ij}k=1,2,3,j:1,2,3
So = {Skite=1,23 =123 41)
System (4.1) must be supplemented by the conditions of crack closure

jnk(t)dt =0, j=1,2..,r, k=123
l (4.2)
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Inverting? system (4.1), we obtain the following expressions for the required functions
3
n="T:, t={}

() = w—b{y?[k,m,(y)g,(y)—Flo[wjg,ll £/}
r . r—1
0,0 = [The-n"o-a) " 0 = Y et
k=1 k=1

0 1 1 )"j+] 3 3 -l o1
Yi = 75— W= Tlnﬁ’ g =1{g;} =Hq(y), H={h ;} =TS,
; Wt oA - 43)

T={t; J}3 and \; (j=1, 2, 3) are the converting matrix and the eigenvalues of the matrix S, 1¢, respectively. The constants ka are found from
conditions (4.2). The indicators of a singularity of the solutions at the crack tips have the form

1 Ly 1 T+
Hip =5, Moy = 53105 O —i‘,l.‘cl“

, oy =ImA,, O<a,<l1
l—o, ° 2 0 (4.4)

which agree with known results.3
Consider a special case of the problem. Suppose the surfaces of one crack (r=1, [y =(—a, a)) are loaded with a constant symmetrical load
X;: =0, xf = 2{Qj}3. We will write the jumps in the displacements in this case in the form

3
[2 2
ui(y) = da" -y~ le:gjk + pjkcos((xlln 2 +y| “¢jk)]
o a-y (4.5)
where
ui(y) = n;(»), bl<a
) Re(t,h
{;jk = "2hlktjl’ Pj = (Pik"'e?k’ q)jk = arccos%, Qi = —4— (12 221()’
Jjk ,'1 —ao
Im(z,h,,)
ejk = 4—J= %7

Jl—aé

An analysis of the behaviour of solutions (4.5) at the crack tips for normal loading (Q; = Q3 =0) (in this case the solution obtained will
correspond to the problem of the stretching of a half-space at infinity by a symmetrical normal load) shows that, when the condition

/P> 1 (4.6)

is satisfied, there is no superposition of the crack surfaces, and when it is not satisfied the size 8 of the zone where the surfaces overlap
can be found from the formula

8y/(2a) = (1 +eXP(0‘2/|0‘11))_1’ oy = ¢y, +arccos(-§;,/pyy) (4.7)

It follows from relations (4.6) and (4.7) that either 8y =0, for example, for many combinations of materials of the monoclinic system, or
the value of 8y does not go beyond the limit indicated* for isotropic materials. Moreover, for known combinations of anisotropic materials!>
the value of 8y turns out to be considerably less than this limit value. Hence, in the most general case of a composite anisotropic space, in
conditions of generalized plane deformation, the analysis of the behaviour of the solutions in the neighbourhood of the crack tips within
the framework of the linear model is valid.

The stresses along the line where the materials outside the crack are connected can be written in the form

3 .
sign . oYYy
0,(0,y) = Qk{Yﬁ(+ A[Re(%,‘k()’—zla]) ary 4 -Z—Uk)]}, Iyl>a
k=1 Jy -a’ a-y
3 3
Yljk = 2hlkz Kj,3+ntnl’ I = 1’2; ’Y;I;( = z Kj,3+n[nmhmk’ J = ]’2’3
n=1 m,n=1

2{x;,}° = ReN"(C+E) + InN"S (4.8)
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If y— a+0, the stresses (4.8) can be represented in the form

K (a)V] a
v,(0,y) = M+u7(y), 0<]vj(y)\ <1, |v¥a)|<e, j=1,23
Jy—a (4.9)
where
3 3 "
a 2 ,n
Kia) = |53 Kiw ki = X Qky
n=1 =1
*, 1 1
ki = _EYI,j/
Ky = ~(ofcos(a, In(2a)) - @5 sin (e In(2a)))
Ky = ~(0fsin(o,In(2a)) - 0 cos (0, In(2)))

ko _ o _ — —
O = G +20G, O = Gu—204G;, Gy = Reyyy 6y = Imyyy,

When Q, = Q3 =0 the coefficients in formulae (4.9) take the form

Kj(a) =0,

(4.10)

SN
10

AR\

AN

20 3 G //
15
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The factors Kj(a) depend on the loads, the crack length, and the elastic properties of the half-space, and, consequently, they can be assumed
to be a generalization of the stress intensity factors and analogues of the factors considered, for example,#1617 for a composite isotropic
plane. If we assume that the crack propagates in the plane in which the half-spaces are joined, then, using the energy approach!®18 and
formula (4.5), we can obtain expressions for the normal fracture stress

S0
A/na[§11+«/1—a§(p”(l+4af)] (4.11)

where 7y is the specific surface energy. Substituting into Eq. (4.10) the value Qp instead of Q; we obtain the limit value of the factors

Q0=

4Y 3 2 12
0 %1 .
K¥(a) = - - kil . j=123
(& + Qa1 =gl +407))n=1 (412)

on reaching which the crack begins to grow.
5. Results of calculations and their analysis

The behaviour of the relative fracture factor K;(1)/,/yo was investigated for different orthogonal transformations of the principal axes
of symmetry!® at an angle ¢ of the material of the half-space x>0. The calculations were carried out for a combination of anisotropic
materials!® of the monoclinic system (13 non-zero elastic constants): ethylenediamine tartrate (EDT) (material A), sodium thiosulphate
(material B), and a material of the orthorhombic system (9 non-zero elastic constants) topaz (material C).

In the Fig. 1 we show values of the factor K3(1)/,/¥o for a space made up of a half-space x <0 of material A and a half-space x>0 of
material A (combination a), B (combination b) or C (combination c) with principal axes of anisotropy orthogonally converted by an angle
@(0 <@ < ). In all cases all the principal axes of anisotropy of the materials of the half-space x <0 were rotated by an angle /3. For half-
space x >0 rotation by an angle ¢ was around the x axis (curve 1), the y axis (curve 2), the x and y axes simultaneously (curve 3), the y and
[ axes simultaneously (curve 4), and around all the axes simultaneously (curve 5).

The results of the calculations show that conversion of the principal axes leads to an increase in the number of non-zero elastic constants
(for materials of the monoclinic system their number reaches 21) and has a considerable effect on the value of the relative fracture factor.
For combination of materials a for all versions of the conversion the minimum value of this factor is reached closer to the middle of the
interval, while for the fourth conversion (curve 4) it turns out to be half the maximum value. For combination of materials b the greatest
ratio of the maximum value of the relative fracture factor to its minimum value is reached for the second conversion (curve 2) and is greater
than two. This ratio reaches its greatest value (greater than three) for a combination of materials c for the third (curve 3) and fourth (curve
4) conversions of the principal axes of symmetry. Note that for all the conversions, for a combination of materials b no contact of the crack
surfaces is observed: 8¢ =0, and for a combination of materials a and c the value of 8 is practically equal to zero (it does not exceed 10-20),

Hence, taking into account the antiplane component has a considerable effect on the behaviour of the relative fracture factor K;(1)/ /%o
and on the value of the region of overlap of the surfaces 8¢, which, for certain combinations of the materials, may not, in general, occur.

The proposed method enables one to obtain a solution of the problems in closed form for other types of defects also, for example,
peeling and unpeeling inclusions.
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